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FEEDBACK AND ITS EFFECTIVENESS IN
A COMPUTER-AIDED PERSONALIZED SYSTEM OF

INSTRUCTION COURSE
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In a computer-managed version of Keller’s personalized system of instruction, students
received frequent feedback from more advanced students within the course. Overall ac-
curacy of student-provided feedback was 87%, and students complied with 61% of the
feedback.
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The personalized system of instruction
(PSI) developed by Keller and his colleagues
in the 1960s has been demonstrated to be
more effective for university teaching than
the more traditional approaches (Austin,
2000). At the University of Manitoba, a
computer-aided personalized system of in-
struction (CAPSI) has been developed and
field tested (Pear & Crone-Todd, 1999). A
feature central to both CAPSI and PSI is the
use of student assistants, called proctors,
who score frequent short-essay tests and pro-
vide rapid personalized feedback to the test
takers. Understanding how this feedback af-
fects student behavior is prerequisite to ad-
dressing the practical issue of providing
more effective feedback. The present study
is the first to assess the effectiveness of feed-
back given in a CAPSI-taught course.
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METHOD

Participants and Database

The participants and database were de-
scribed in detail by Martin, Pear, and Martin
(2002). Briefly, the participants were 33 stu-
dents who completed an undergraduate be-
havior modification course taught using
CAPSI. The course was divided into 10
study units consisting of study questions
from the course textbook; students wrote a
test on each unit, plus a midterm and final
exam. The CAPSI program assigned two
proctors (students who had previously
passed that unit) to mark each test and pro-
vide written feedback to the student taking
the test. If there were not two students eli-
gible and available to be proctors for a test,
then either the instructor or the teaching as-
sistant was assigned to mark that test.

Markers’ primary responsibilities were to
make a pass or restudy determination on a
unit test and to identify, in a manner that
was ‘‘nonpunitive and constructive,’’ the de-
ficiencies in an answer if it failed to dem-
onstrate mastery (a marker was anyone
whom the program selected to evaluate a
test, including the instructor and teaching
assistant; a proctor was a marker who was
another student from within the course).

Unit tests were included in this study if
they satisfied at least one of two criteria: (a)
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The test contained a question for which the
answer received detailed feedback (i.e., feed-
back other than a simple ‘‘correct’’ or ‘‘good
answer’’) from at least one marker and the
same question was asked again of that stu-
dent on at least one subsequent occasion
(i.e., on either a restudy test or on the mid-
term or final exam); (b) the test contained a
question that had previously been presented
to a student and the student had received an
instance of feedback (IOF) on at least one
of his or her answers to that question on an
earlier test. The final sample for the current
study consisted of 101 unit tests that con-
tained one or more IOFs, 19% of the total
523 unit tests.

Procedure

Identifying and classifying IOFs. An IOF
was a comment that suggested a way to im-
prove the answer. Only question-specific
IOFs were used (i.e., feedback that could
only be used to guide changes in the stu-
dent’s answer to the particular question on
which the feedback was given).

Each IOF was classified as one of five mu-
tually exclusive types: model (the marker
provided the correct answer or some part of
it); suggestion (the marker provided a de-
scription of a change in the student’s verbal
behavior that would improve the answer);
example (the marker gave one or more ex-
amples); question (the marker asked a ques-
tion whose answer would improve the test
writer’s answer); page reference (the marker
gave one or more page numbers indicating
where material could be found in the text-
book that would improve the answer).

IOF accuracy. Type A errors were defined
as an IOF that was not based on an accurate
reading of the answer, such as when a mark-
er asserted that a student needed to add
something to an answer that was already
present. Type B errors were defined as an
IOF that was not consistent with the infor-
mation in the textbook.

Assessing compliance with IOFs. After all
IOFs were identified, categorized, and as-
sessed for accuracy, redundant IOFs (i.e.,
those that said the same thing for the same
answer) were treated as single IOFs. Observ-
ers then made judgments as to whether or
not students were compliant with IOFs. In
other words, did the student improve his or
her answer in a way that was consistent with
the IOF? (More detailed descriptions of the
methods for categorizing IOFs, assessing
compliance with IOFs, and eliminating re-
dundant IOFs are available from the first au-
thor.)

Interobserver agreement. Two people with
expert knowledge of the course material
practiced identifying comments as IOFs,
categorizing IOFs, assessing IOF accuracy,
and assessing compliance with each IOF un-
til they achieved 80% agreement on all these
tasks. A total of 21 unit tests were assessed
for interobserver agreement. Agreements
were 80% for identifying comments as being
IOFs, 82% for determination of IOF type,
97% for assessment of IOF accuracy, and
90% for assessment of compliance with each
IOF. In the case of disagreements on any of
these four categories in the IOF assessment,
the assessors discussed the disputed com-
ment until they reached agreement.

RESULTS AND DISCUSSION

Feedback Type and Accuracy
Table 1 reports the relative frequency of

the five types of IOF and summarizes IOF
accuracy. Values reported are for nonredun-
dant IOFs. Models and suggestions account-
ed for the majority of IOFs. IOF accuracy
was 87% overall, and was slightly lower for
models and for questions than for other
types.

Compliance with Feedback
Compliance with nonredundant IOFs is

summarized in Table 2. For 12 IOFs, com-
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Table 1
IOF Accuracy as a Function of Type

Type Total % of Total IOFs Accurate % Accurate Inaccurate A B

Model
Suggestion
Example
Question
Page reference
Suggestion/question
All

78
73

3
10

2
1

167

46.7
43.7

1.7
6
1.1
0.1

66
66

3
8
2
1

146

84.6
90.4

100
80

100
100

87.4

12
7
0
2
0
0

21

8
7
0
2
0
0

17

4
0
0
0
0
0
4

Note. ‘‘A’’ and ‘‘B’’ refer to Type A and B errors, respectively.

Table 2
Compliance with IOFs as a Function of IOF Type

Type Total N/A Full % Full Partial None

Model
Suggestion
Example
Question
Page reference
Suggestion/question
All

78
73

3
10

2
1

167

4
5
0
3
0
0

12

34
41

2
6
1
1

85

45.9
60.3
66.7
60
50

100
54.8

10
0
0
0
0
0

10

30
27

1
1
1
0

60

Note. Values in the fifth column indicate percentage of IOFs that produced full compliance, after discounting any N/A
(not applicable) IOFs.

pliance was not applicable, either because
the IOF was a Type A error or because the
student’s subsequent answer made the IOF
irrelevant. All subsequent compliance state-
ments refer to the remaining 155 IOFs.
IOFs were complied with fully in 55% of
instances. An additional 10 IOFs produced
partial compliance, so that 61% of IOFs
were complied with at least partially.

Some confidence that the degree of com-
pliance was indeed a function of proctor
feedback can be based on the extremely close
correspondence (almost word for word) that
occurred between models and the relevant
portion of subsequent answers.

IOFs of Instructor and
Teaching Assistant

Tables 1 and 2 summarize the IOFs pro-
vided by all markers in the course (the proc-
tors, the instructor, and the teaching assis-
tant [TA]). Together the instructor and the

TA provided 31% of the IOFs in the sam-
ple. Feedback provided by these individuals
was 91% accurate. Full compliance with
nonredundant IOFs was 63% for the in-
structor and TA versus 50% for proctors
only. However, the inclusion of IOFs that
produced partial compliance greatly reduced
this difference (63% for instructor or TA vs.
60% for proctors only). As was the case with
the proctors, most of the IOFs of the in-
structor and TA were models and sugges-
tions. The main difference was that the in-
structor and TA gave more questions than
did the proctors.

Interestingly, there was some compliance
with inaccurate IOFs. Of the 21 inaccurate
IOFs (see the last row in Table 1), assess-
ment of compliance was inapplicable for 8.
Of the remaining 13, 9 were complied with
at least partially.

The descriptive nature of these analyses
limits the identification of variables related
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functionally to feedback compliance. Fu-
ture studies in this area should investigate
the relation between feedback characteris-
tics and compliance, and should attempt to
determine ways to increase compliance.
Unique contributions of the present study,
in conjunction with Martin et al. (2002),
are a reliable method for categorizing types
of written feedback and the demonstration
of measurable feedback accuracy and com-
pliance with feedback in a CAPSI-taught
course.

REFERENCES
Austin, J. L. (2000). Behavioral approaches to college

teaching. In J. Austin & J. E. Carr (Eds.), Hand-
book of applied behavior analysis (pp. 449–471).
Reno, NV: Context Press.

Martin, T. L., Pear, J. J., & Martin, G. L. (2002).
Analysis of proctor marking accuracy in a com-
puter-aided personalized system of instruction
course. Journal of Applied Behavior Analysis, 35,
309–312.

Pear, J. J., & Crone-Todd, D. E. (1999). Personalized
system of instruction in cyberspace. Journal of Ap-
plied Behavior Analysis, 32, 205–209.

Received May 8, 2001
Final acceptance August 19, 2002
Action Editor, Craig H. Kennedy


